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Abstract

Two researchdirections are to be explored
in realizing our group's TREC QA systemin
2006. The rst oneis to investigatethe possi-
bilities of applyinglinguistically sophisticated
grammaticalframework in tackling the real-
world naturallanguageprocessindasksuchas
guestionanswering.The otheris to exploit the
possibleworld's entities and relationsas de-
scribedin online eng/clopediain adding re-
dundang and hiddenrelationsas thosecon-
tainedin the TREC corpuswherethe entities
andrelationsareonly implicitly mentionedand
related. Our focusis on the factoid and list
guestiorastheseawo typesof questiondene t
greatlyfrom our proposedmnethod. We do in-
clude an experimentalcomponenin handling
the”other” questiorntype.

1 Intr oduction and Previous Work

Currentapproache QA taskhave appliednaturallan-
guageprocessingr computationalinguistic techniques
in variousways. Earlierworks, while not usingthe pre-
ciselanguagamethodologiesshedsomelights onthein-
herentcompleity of the languagetask. Simpleregular
expressionsiave beenacommonrpracticein matchingthe
particularquestionpatternsto an answertype. Though
somesuccesselsave beenachieredin theearlierphaseof
QA, asthecompleity of thetasksincreasesndtherela-
tionshipsbetweerthe questionandanswersharefar less
similaritiesin the surfaceorderof the words, the perfor
manceof this methodquickly declinesin tacklingmore
real-world type questions.

Later approachin applying naturallanguageprocess-
ing method requiresmore sophisticatedgrammar ap-
proachin capturingthe syntacticrelationsbetweenthe

entitiesin a sentence. One exampleis the use of de-

pendeng grammarasin Minipar. This type of gram-

matical frameawork is chosenbecausef the rathersim-

plicity of the backbonedescribingthe differentlinguis-

tic phenomenandef cient mechanismnin parsing. The

relatively high ef ciency in parsingis critical to thereal-

world naturallanguageaskasseveralthousandef docu-

mentshaveto beprocesseth ashorttimeinterval. In ad-

dition, insteadof pure part-of-speeclinformationasob-

tainedby probabilisticCFG parserthe Minipar produces
a moredetailedanalysisaboutthe dependeng relations
thatbene tsgreatlyin theanswerextractions.

In our approachwe usea morelinguistically sophisti-
catedgrammato analyzethecandidatesentenceto look
for potentialanswers.The potentialto usemoredetailed
analysisof naturallanguagesentencess explored.Based
on this analysis,the sentencesire brokeninto more de-
tailed syntacticand semanticdescriptionfor facilitating
theanswerextractionprocess.

Besidesthe adoptionof more complex grammatical
framawork, the possibilitiesof using externalresources
arealsoexplored. Currentapproachein QA have also
madeuseof the externalresourceso improve theredun-
dang of the potentialanswers.Somesystemanake use
of a searchengineto expandthe queriesto the TREC
corpusandto extract a relevant setof documentgrom
web for answerextraction. Otherapproachnvolved us-
ing WordNet or FrameNetto provide ontologicalrela-
tions betweenentitieswithin the corpus. WordNetand
FrameNetare chosenbecauseof the very detail analy-
sis of the sense®f differentwordsandthe relationships
betweendifferentsensesMore detailsrelationssuchas
hyperryms, hyporyms, and synorymsto compilea net-
work of relationsof words for questionprocessingand
answetrextractions.Someotherapproachealsousedthe
ontologydictionaryandonline eng/clopediato improve
theredundanyg of theanswers.

In our approachwe choosehe onlineeng/clopediaas



amajor sourceof externalresourcesBesidesmproving
redundanyg of theanswersy providing by alargersetof
relevant documentsthe interrelationshipsbetweenthe
relevantdocumentsare alsoextractedfor the analysisof
guestionsaandanswerextraction.

Therestof thepapelis organizedasfollows. In Section
2, we discusghe architectureof the QA system.In Sec-
tion 3 we detailthe methodof usinggrammaticaframe-
work to analyzethe candidatesentencesnd answerex-
tractions. Section4 describeghe usageof the external
resourcesn providing a moreinter-relationshipsamong
entities.Sections describeshede nitional questiorpro-
cessing Section6 givesthe conclusion.

2 SystemDescription

Thegenerahrchitecturef thesystemis givenin gure 1

The various componentsof the QA systemare de-
scribedin this section.
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Themajordocumentesourcesisedn the QA systemare
the TREC corpusandthe Wikipediacorpus.Theindexes
for thesetwo resourcesare built up usingthe LEMUR
toolkit. TheWikipediacorpuswhichis obtainedn May;,
is rst transformednto the TREC corpusformatandthe
extra tagswithin the corpusareremovedto facilitatethe
parsingof the documentdy the LEMUR parsers.A to-
tal of 2GB and 3.5GB indexeswere built for thesetwo
corporarespectiely.

Indexing

2.2 QuestionPreprocessingand Query Expansion

The question preprocessingphase involves question
rewriting and questionclassi cation. Thesetwo oper
ationsuserule-basedapproachto substitutemissingor
inadequatanformation into the questionsand classify
the questiondnto oneof the sixty-two differenttypesof
guestiondor furtherprocessingFor thequestiorprepro-
cessingsomecommontasksto be performedare: 1PE.
Pronounmatching,2. Term Expansion,3. Event-type
guestionspecialprocessingandsoon. Theseoperations
increasethe recall of the retrieved documentsetsin the
later andthe precisionof the candidatesentencesxtrac-
tions. The questionis also classi ed basedon whether
the questionis askingfor a person,corporate time, ge-
ographicallocation suchas countriesor cities,... , nat-
ural placessuchas hills, seas,lakes,... , time whether
year month,day, date basicitemsor descriptionsuchas
professioncolors,..., andspecialtype suchasreasons,
causes,...

The query expansionphaseexpandsthe questionsto
a more detailedquery In expandingthe query we use
the searchengineAPI. The preprocesseduestionis to-
kenizedandfed to the searchengine. The top 10 results

areretrieved. Thetextsin thetopresultsareextractedand
form a candidatesetof terms.

Besidesusing the web resources,the preprocessed
guestionis alsofed to the index of Wikipediaresource.
The texts from the retrieved top 10 documentsare ex-
tracted. Only termswith externallinkagesare extracted
andmergedwith the previoussetof terms.

2.3 DocumentRetrieval

Thecombinedsetof termsis rankedontheco-occurrence
valueof terms.Only thetermsin thetop 50% of the co-
occurrencevalueis usedin documentetrieval.

The expandedjueryis fed into the documentetrieval
basedntheLEMUR index. In retrieving thedocuments,
weselecthetop 100documentgor eachquestiorin each
series.For the Wikipedia dataset,thetop 10 documents
extractedarepassedn to the next phase.

2.4 Candidate Answer Sentenced$rocessing

Quite a numberof tasksareperformedin this phasebe-
fore therealmatchingprocess.Theretrieved documents
from bothindexesare sgmentednto sentencesNamed
entity recognitionis performedon bothdocumensetsto
discover the specialentities. For the Wikipedia dataset,
we alsomake useof thelinks to determinethe potential
candidategor entities.

The extracted set of sentencestypically from two
thousanddo sixteenthousandsis thenranked basedon
theword densityrankingmethod.

The nal setof fty sentenceareextractedwith their
respectie previous one and next sentencesxtracted.
Thus,atotal of fty coresentenceandonehundredpe-
ripheralsentenceareextractedfor answerextraction.

2.5 Wikipedia data processing

The extracted 10 documentsfrom Wikipedia are pro-
cessedbasedon Section4. The resultis a network of
inter-relationshipbetweendifferententitiesthat may be
the nal answerin a candidategquestion.Sometimesthe
10 documentsarenot closelyinter-relatedwith eachoth-
ers. Extracteddocumentsare extractedand processedo
Il upthemissinglinks.

2.6 Answer extraction

The fty coreextractedsentencesndthe one hundred
peripheralsentencedrom the CandidateAnswer Sen-
tencesprocessingare passedo the extraction module.
In this module,the questionand candidateanswersare
parsedthesemantiaelationsareobtained.Thesemantic
relationsbetweerthe questionandtheanswersentences
arethencomparedbasedon the level of consisteng as
well asthelinkagesfrom the Wikipedia.
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Figurel: GeneralArchitectureof the QA system

2.7 List QuestionProcessing

The list questionprocessingnodule usesthe samean-
swerextractionasthenormalfactoidquestionsi.e. using
different phasessuch as questionpreprocessingguery
expansion,candidateanswersentencegrocessingand
answerextraction, with an additionalmechanismnto se-
lectthe highestrankedlist of answers.

2.8 De nition QuestionProcessing

We alsouseanexperimentalde nition questionprocess-
ing mechanismin handling the de nitional questions.
Due to the incompatibility of the currentdesignof our
QA systemto this type of question,we aretrying to get
someexperiencesn dealingwith the de nitional ques-
tion in thisyear's QA task.

3 Extracting answersfor factoid question
and list questions

The goal of this taskis to extractthe bestanswerdrom
the corpusto answerthe question.The actualoperations
of our QA systemrequirethis taskto be integratedwith
the tasksof the Wikipedia dataprocessing.For easeof
demonstrationywe concentrat®n the useof grammatical
framawork in this section.The PET parser (0; 0), which
usesthe English ResourceGrammar (0) as the source
of lexicons, doesnot have a wide coveragein covering

mostof the lexical itemsin the texts. We thus have to
modify the original PET parsera little bit and populate
thelexicon systemwith alargersetof lexicons.

3.1 Parsing

To populatethe lexicon, the rst problemwe needto
solwve is the multiword expression.The rst approacho
deducethe basicsyntactictype of a particularchunk of
wordsis the useof a namedentity taggerto discover a
chunkof wordsaswell aswhethera particularchunkof
words belongto the classof person,location,organiza-
tion, time andcurreng. Thesechunkof wordsarethen
storedasa singleunit for later processingThe otherap-
proachis to checktheparticularwordsexpressioragainst
the Wikipediato discoser whethera particularchunkof
words are belongingto somereal world entities. This
reducegheburdenof thefurthergrammaticaprocessing.

Considetthequestiong141.5:

Whois WarrenMoon's agent?
InsteadMoon e w to Los Angeles,
wherehe huddledwith his agent,
Leigh Steinbeg, who hasapparently
corvincedMoon thatthe Seahavks
owe him aton of careerendingcash.




The named entity tagger discovers that the answer
"Leigh Steinbeg” is of the type "person” and the
Wikipedia can locate this entry as a chunk of words.
Using the namedentity taggersometimesfails to nd
the entire name which may be very importantin the
nal answerselectionprocess.For examplein question
g153.3:

WhatwasHitchcock's rst movie?
#NYT19990808.00%#Thentheresthe TV anthology
series,'Alfred HitchcockPresents,
whichranbetweenl955and1965

(* Goooodevening,laaadiesandgen-tell-men”).#
Prev: #1#NYT19990808.091#Books?During

the pasttwo decadestlitchcockhasbecomehe
Immak er mostwritten about,
apublishingphenomenosecondnly

to PrincesDi andtheKennedys
biographiesmemoirscritical

studiestrivia andquiz books,chroniclesof
themakingof “Psycho”and“Vertigo’#

Next: #0#NYT19990808.091#t
hasbeenregularlyin syndication
eversince,engendering Figure2: Syntacticparseresult
its own books,fanfollowing
andWebsites.#

The phrase "Alfred Hitchcock Presents”, which is

an answerto the question,cannotbe detectedby the

nameentity tagger However, the chunkis detectedwith

the external resources. Besidesthe entities expansion,
thereareotherwordsthatbothresourcesannotcover. In

this case WordNetis consultedo nd therelevantsense
to be usedin the parsingprocess.The expandedexicon

systemis thenusedfor parsing. The resultingparsetree
andthe semanticrepresentatiofis given belov gure 2

and gure 3 for the examplesentencéWhat positiondid

Moon play in professionafootball?”from q141.1.

The most important data structure that the ques-
tions and the answersare comparedis the semantic
representation.

3.2 SemanticRanking

Fromthesemantigepresentatioreachword consistof a

list of algumentroles,namelyARGO, ARG1 andARG?2.

Though,we performedsomeexperimentonthepossibil- Figure3: Semantiaelationsextracted
ities of usingotherparameterso furtherimprove the ac-

curag of the extractionprocessandwith improvements

in the results,however, the overall experimentalperfor



manceis not ashigh asexpectedand considerableom-
putationaloverheadis addedto the extraction process.
We thus neglect theseparametersand focus on the ar-
gumentrole to dotheextraction.

Basedon the similarity betweenthe argumentroles,
the coreandperipheralsentenceareranked for answer
projectionandextraction.

Similar stratgjies are also usedto rank the sentences
from the Wikipediadataset.

3.3 Answer Projection and extractions

A set of answernuggetsare obtainedfrom the major
corpusand the Wikipedia dataset. The answersetis
extractedbasedon whetherthe nuggetsmatchthe en-
tity type expectedby the questionsthe consisteng be-
tweenthe nuggetsobtainedfrom the major corpusand
the Wikipedia datasetandthe consisteng of the argu-
mentroles lled by aparticularnameentity.

4 Usesof extemal resourcesfor better
answerextraction

In addition to the grammaticalprocess,we also try to
processhe external resourcesystematicallyto help us
projectthe answetbackto the corpus.The only external
resourceghat we processedn this year's QA taskare
the Wikipedia. Thelink structurebetweerthe Wikipedia
actuallyprovidesa projectionof theworld event. Though
the total world projectedby the Wikipedia sometimes
cannotmatch preciselyto the world projectedby the
text in the TREC corpus,the systematiaiseof this type
of resourcecan provide a better estimationand some
hiddenfactsin the TREC corpusthat may be critical in
obtaininga moreaccurateanswer

Considetthe questionseriesg210.1

Whatgovernmenipositiondid sheassumeén 1993?
#NYT20000617.018#Did agents

with the Bureauof Alcohol, Tobaccoand
Firearmsre indiscriminatelyatthe
Davidianson Feh 28,

1993when ve groupmemberglied?#
Prev:#0#13551.70825#NYT20000617.0162#
Thecivil trial will examine

four areasof potential

governmentiability regarding

81 of the Davidianswho diedat Mount Carmel.#
Next:#2#1.259611KYT20000617.0162#

Did the FBI demolish

Mount Carmelprematurely

andnotin accordancevith U.S.

Attorney GenerallanetRenos directive?#

Though the 3 sentencesragment do say something

about JanetRenoin 1993, however, the relationsbe-
tweenJanetReno theyear1993andthepositionshehad
wereunclear

However, following our link algorithm on this entry
text, therelationsbetweeriJanetReno”,”1993", "Attor -
ney Generalarerelatedin thisway:

"Attorney General”

"United StatesAttorney General
"JanetRenoMarch12,1993January
20,2001Bill Clinton”

Thus, the question and candidate answersand the
world can be linked up for more accurate answer
extraction.

The processof systematicextraction is as follows:
Fromthe questionandcandidateanswersentencesa set
of entitiesare extractedby the earlierresultof nameen-
tity taggerand Wikipedia lookup. The links are then
traced basedon the link index we build up for the
Wikipediatext. The potentialanswersetsarethoseen-
tries with forward and backward links connectedj.e. a
cycleis formed.

5 De nitional QuestionProcessing

Sincethe methodwe usedfor the factoidandlist ques-
tions seemto be not applicableto the de nitional type
guestionwe just usethe simpletermsmatchingprocess
and redundang removal to extract the de nitional sen-
tencesA setof 500documentsreretrievedbasednthe
guestionseriesto the TREC documentindex. The sen-
tenceswithin the 500 documentsare then processedo
discovera setof commonlyco-occurringsetof words. A
vectoris formedbasedn the setof wordswith the high-
est co-occurrence.This approach,using a set of com-
monly co-occurringvordsor centroidwordsis described
in (0). The setof sentencesvithin the 500 documents
arerankedbasedon the centroidword usingsimplevec-
tor matchingapproach.Thesesetsof sentencearethen
comparedagainstthe list of sentenceshat are extracted
for factoidandlist answerextractionbasednthevector
basednatching.Theredundang sentencesyhichhavea
high similarity measuresvith the answerextractionsen-
tencesareremoved. The top-N sentencesafter the re-
moval processwill be extractedasthe de nitional sen-
tences.

6 Conclusion

We have describedur approachin our new QA system.
It includesusingmoresophisticatedjrammaticaframe-
work, the projectionand mappingof the realworld onto
the TREC corpusanda currentlyrathersimpleapproach
in the de nitional questionprocessingystem. The cur-
rentapproachwhich s still quiteimmature,hasalot of



roomsfor improvements. The currentproceduren ex-
trapolatingthelexiconis notadequat@andmissesa lot of
analyticaldetailsfor further parsingprocess.Betterap-
proachin extrapolatingthelexiconis neededCurrentap-
proachin usingthe world resourcesnd projectionback
tothe TRECcorpusis insufcient andthereis still alarge
errorin tracingthelink structure.More robustlink rela-
tion extractionprocedurés expectedor betterprojection
ontotheTRECcorpus.Thede nitional questiorprocess-
ing, which is very primitive in the currentapproachhas
to beupgradedsubstantiallyfor future QA system.
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